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Abstract 

In this research, a survey consisting of 116 questions, 95 technical and 21 general, was 
prepared in order to analyse the entrepreneurial ecosystem as a result of the literature research 
on entrepreneurship. All questions were directed to the entrepreneurial firm officials 
participating in the research from different regions in Türkiye, and a statistical database was 
created from answers received. The survey consists of three sections: personal information of 
entrepreneur, information about entrepreneurial firm, and technical analysis section where the 
entrepreneur firm is evaluated. Within the scope of the research, a survey was applied to 304 
incubation firms. Related dimensions in the questionnaire are used to evaluate the 
performance of the entrepreneurial firms based on the clusters. Cluster analysis is applied to 
the research data to evaluate and group the entrepreneur firms. The general entrepreneur 
profile in the research is obtained with basic statistical analyses and descriptive statistics; 
incubation firms are grouped according to their performances in terms of the determined 
variables with Principal Component Analysis (PCA) and K-Means Cluster Analysis. The aim 
of the study is to statistically evaluate the competency levels and performance of 
entrepreneurial firms by comparing them in different clusters. All performance results are 
evaluated and firms are analysed based on the entrepreneurial ecosystems. The study 
purposes to analyse entrepreneurial firms by using K-means clustering with the PCA method. 
In the research, the competency evaluations of entrepreneurs are interpreted depending on the 
performance clusters. As a result of the analysis, performance clusters were evaluated over 8 
clusters. 

Keywords: Entrepreneurship, Entrepreneurial Firms, K-Means Clustering, Principal 
Component Analysis 

1. Introduction 
Incubation centers are centers that provide support and resources to entrepreneurs so that they 
can develop both their businesses and new product ideas (Olufunke, et. al., 2020). 
Entrepreneur who starts a new venture faces many challenges. At this point, incubations pro-
vide entrepreneurs with both financial and moral support, bringing newly established 
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businesses to life, allowing them to survive in their early stages, and helping them build a 
solid foundation for sustainable growth (Deyanova, et. al., 2022).  
Despite the importance of incubation firms, grouping and clustering firms within themselves 
presents several challenges. The clustering result changes as the number of cluster parameters 
changes, so the main difficulty of cluster analysis is that the number of clusters or model 
parameters is rarely known and must be determined before clustering 
(Kodinariya&Makwana, 2013).  
An entrepreneurship research provides significant evidence that entrepreneurship contributes 
positively to regional and national economic growth (Jha and Pande, 2024). Rai et al. (2025) 
evaluate that educational institutions in the context of India are seen as engines of growth in 
the knowledge-based economy, and their importance to economic growth and social 
development has been emphasized over the past five decades. Technology transfer, patenting 
and commercial activities are evaluated as the third role of educational institutions, along 
with research and teaching, in what is called a paradigm shift towards entrepreneurial 
universities.  
Ashraf et al. (2024) emphasize that entrepreneurship and the blossoming of entrepreneurial 
ventures is necessary for economic sustainability. The study provides actionable insights for 
teachers and policymakers to design more effective entrepreneurial education programs that 
develop business skills and intentions in students. The article aims to explore the effects of 
entrepreneurial education on entrepreneurial intentions and examine the mediating effect of 
entrepreneurial mindset and entrepreneurial alertness on this relationship in graduate 
students. 
The uncertainty inherent in the entrepreneurial ecosystem is affected by factors such as 
resource constraints, intense market competition and scaling difficulties, which explains the 
high failure rates (Font-Cot, et. al., 2025). Despite the economic and social benefits offered 
by successful startups in the entrepreneurial ecosystem, the failure rates of startups are quite 
high on a global scale. In this context, systematic reviews conducted to analyze the factors 
determining startup success reveal the effects of personal, organizational and environmental 
factors on the sustainability of startups. Findings in the literature reveal that startup success 
should be addressed from a multidimensional perspective and that not all factors are equally 
effective. In this context, entrepreneurs and policy makers need to evaluate success factors 
with a holistic approach (Argaw and Liu, 2024). 
In entrepreneurial ecosystems, connections with similar people (homophily) and 
collaborations with different people (heterophily) are important factors affecting startup 
formation rates. The study shows that entrepreneurial ecosystems that connect with different 
actors create more startups. It emphasizes that closed ecosystems based only on familiar 
circles can limit entrepreneurship and that ecosystems should be more open and diverse 
(Prokop and Thompson, 2023). 
The K-means method is the most well-known and used clustering method that al-lows data 
clustering within predefined variables (Sinaga&Yang, 2020). Principal Component Analysis 
(PCA) is a multivariate technique that analyses a data table in which observations are 
described by quantitative dependent variables that are related to each other. Its aim is to 
extract important information from the table, represent it as a new set of orthogonal variables 
called principal components, and show the similarity pattern of observations and variables as 
points on maps (Abdi&Williams, 2010). 
While K-means is a probabilistic method, PCA performs the process by applying a series of 
linear matrix transformations to the data. In this process, PCA allows significant advantages 
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to be obtained by reducing the dimensionality by removing the de-pendency structure 
between the variables in the data set. PCA also increases the performance of the model and 
provides more clarity and easy understanding with visualization opportunities. 
The aim of this study is to cluster the incubation firms in Türkiye and to reveal the 
relationships between the clusters. For this purpose, a comprehensive field study was 
conducted for 305 incubation firms in 2024 year through a survey to collect data on various 
dimensions. One of the firms participating in the survey was removed from the data set 
because its responses were found to be inconsistent. Therefore, the number of firms 
decreased to 304. 
The rest of this paper is structured as follows. Section 2 provides an overview of the 
performance dimensions used to assess the competency of incubation firms. Section 3 
introduces the mathematical methodologies and their steps. Section 4 presents the application 
of K-Means with PCA method. Finally, discussions and conclusions are explained. 

2. Literature Review on Performance Dimensions  
Incubation centers and also known as incubators are structures that provide support to new 
ventures for a certain period of time through the common services they offer, encouraging the 
establishment and growth of Small and Medium-Sized Enterprises (SMEs). These centers are 
designed to support the development of ventures and provide them with the resources they 
need (Udell, 1990). Incubators share costs and reduce overhead by offering a “one-stop 
shopping” approach, thus significantly increasing the survival and growth prospects of new 
ventures (Busulwa et al., 2020). Many of the core assets and sources of competitive 
advantage of incubators consist of intangible elements and affect business performance and 
strategic outcomes (Crammond, 2024). 
The dimensions used in the performance and competency analysis are based on expert 
judgement and literature review. The related studies are demonstrated in Table 1. 
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Table 1. Overview of dimensions and related references 
Dimensions References 

Customer 

(Ashraf et. al., 2024), (Argaw and Liu, 2024), (Júnior et. al., 2022), (Karambakuwa & 
Bayat, 2022), (Pugliese et. al., 2021), (Cubero et. al., 2021), (Rijnsoever & Eveleens, 
2021), (Ratten, 2020), (Pearce & Pearce, 2020), (Solano et. al., 2020), (Innocenti  &  
Zampi, 2019), (Rannikko et. al., 2019), (Amankwah‐Amoah et. al., 2019), (Bacalan et. 
al., 2019), (Le Trinh, 2019), (Dai et. al., 2018), (Geissdoerfer et. al., 2018), (Rompho, 
2018), (Seo et. al., 2018) 

Technology 

(Rai et. al., 2025), (Argaw and Liu, 2024), (Karambakuwa & Bayat, 2022), (Quero et. 
al., 2022), (Júnior et. al., 2022), (Cheah & Ho 2021), (Pugliese et. al., 2021), (Thukral, 
2021), (Ratten, 2020), (Pearce & Pearce, 2020), (Solano et. al., 2020), 
(Amankwah‐Amoah et. al., 2019), (Bertoni et. al., 2019), (Bacalan et. al., 2019), (Le 
Trinh, 2019), (Innocenti & Zampi, 2019), (Rannikko et. al., 2019), (Dai et. al., 2018), 
(Geissdoerfer et. al., 2018), (Rompho, 2018), (Seo et. al., 2018) 

Research and  
Development 

(Rai et. al., 2025), (Argaw and Liu, 2024), (Quero et. al., 2022), (Júnior et. al., 2022), 
(Cheah & Ho 2021), (Pugliese et. al., 2021), (Cubero et. al., 2021), (Luo et. al., 2020), 
(Matricano, 2020), (Ratten, 2020), (Solano et. al., 2020), (Amankwah‐Amoah et. al., 
2019), (Innocenti & Zampi, 2019), (Rannikko et. al., 2019), (Bacalan et. al., 2019), (Le 
Trinh, 2019), (Rompho, 2018) 

Competition 

(Font-Cot, et. al., 2025), (Argaw and Liu, 2024), (Júnior et. al., 2022), (Cheah & Ho 
2021), (Pugliese et. al., 2021), (Rijnsoever & Eveleens, 2021), (Innocenti & Zampi, 
2019), (Rannikko et. al., 2019), (Amankwah‐Amoah et. al., 2019), (Bertoni et. al., 
2019), (Bacalan et. al., 2019), (Seo et. al., 2018), (Dai et. al., 2018), (Geissdoerfer et. al., 
2018) 

Investment 

(Rai et. al., 2025), (Argaw and Liu, 2024), (Júnior et. al., 2022), (Pugliese et. al., 2021), 
(Matricano, 2020), (Pearce & Pearce, 2020), (Luo et. al., 2020), (Solano et. al., 2020), 
(Amankwah‐Amoah et. al., 2019), (Bertoni et. al., 2019), (Bacalan et. al., 2019), 
(Innocenti & Zampi, 2019), (Le Trinh, 2019) 

Marketing 
(Rai et. al., 2025), (Ashraf et. al., 2024), (Argaw and Liu, 2024), (Estep et. al., 2021), 
(Pugliese et. al., 2021), (Cubero et. al., 2021), (Pearce & Pearce, 2020), (Ratten, 2020), 
(Solano et. al., 2020), (Seo et. al., 2018) 

Environment and 
Sustainability 

(Rai et. al., 2025), (Ashraf et. al., 2024), (Jha and Pande, 2024), (Argaw and Liu, 2024), 
(Amankwah‐Amoah et. al., 2019), (Dai et. al., 2018), (Geissdoerfer et. al., 2018) 

Human Resources 

(Rai et. al., 2025), (Ashraf et. al., 2024), (Prokop and Thompson, 2023), (Júnior et. al., 
2022), (Karambakuwa & Bayat, 2022), (Cheah & Ho 2021), (Pugliese et. al., 2021), 
(Thukral, 2021), (Matricano, 2020), (Staniewski & Awruk, 2019), (Bacalan et. al., 
2019), (Seo et. al., 2018), (Dai et. al., 2018) 

Commercialisation 

(Rai et. al., 2025), (Prokop and Thompson, 2023), (Quero et. al., 2022), (Júnior et. al., 
2022), (Karambakuwa & Bayat, 2022), (Cheah & Ho 2021), (Pugliese et. al., 2021), 
(Cubero et. al., 2021), (Pearce & Pearce, 2020), (Solano et. al., 2020), (Innocenti & 
Zampi, 2019), (Rannikko et. al., 2019), (Bertoni et. al., 2019), (Bacalan et. al., 2019), 
(Dai et. al., 2018), (Geissdoerfer et. al., 2018), (Rompho, 2018) 

The number of R&D Projects, Research & Development dimension; the total number of 
national and international patents and the number of grants, commercialisation dimension is 
examined. 
With the customer dimension, the necessity for a firm to focus on customer demands and 
needs by prioritising customer-oriented innovation and building trust is examined. In the 
technological dimension, the importance given to technological infrastructure through the use 
of functional websites, computer-aided design and business intelligence applications are 
evaluated. The R&D dimension reflects the degree of consideration of stakeholder co-
operation, product quality and innovation activities. Competition dimension reflects 
competitor analysis, favourable price strategies and strategies to develop solutions to social 
problems. 
In the investment dimension, factors such as government incentives and openness to risky 
investments are given importance, while in marketing, reaching the target audience and 
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creating brand value with innovative strategies are taken into consideration. In the 
environment and sustainability dimension, energy efficiency and recycling are considered as 
elements to be focussed on. In the human resources dimension, factors such as team 
motivation and effective communication are analysed. In the commercialisation dimension, 
market testing of prototype products, customer relationship management and 
commercialisation of minimum viable products are considered. 
The analysis data is based on 12 dimensions as Customer, Technology, Research & 
Development (R&D), Competition, Investment, Marketing, Environment and Sustainability, 
Human Resources (HR), Commercialisation, The number of R&D Projects, The total number 
of national&international patents and The number of grants. 

2.1 Descriptive Statistics 
Within the scope of the research, the database information is obtained from 304 incubation 
firms in Türkiye. The top three provinces that contributed the most to the field research were 
Istanbul, Ankara and Van, respectively. The information regarding to the field of work or 
sectors, duration of activity, education level, gender, age and type of entrepreneurial firms 
that responded to the survey is explained in this section. 

 

Figure 1. Fields in which incubation firms operate 

The areas in which incubation firms operate are shown in Figure 1. The trend is seen to be in 
the “Software and Artificial Intelligence” area. The software and artificial intelligence areas 
are followed by information technologies and health, respectively. 
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Figure 2: Duration of activity (years) 

 
The operating periods of the firms are given in Figure 2. Totally, 144 incubation firms that 
have been operating for 1 year have the largest share in the sample. This number constitutes 
47.21% of the incubation firms participating in the survey. 

 

Figure 3. Education level 

 
The educational backgrounds of entrepreneurial firm representatives/officials are shown in 
Figure 3. It is seen that the level of education is concentrated at the Bachelor's and Master's 
levels. 
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Figure 4. Gender distribution of participants 
The genders of people working in authorized positions in incubation firms are given in Figure 
4. According to the data here, 81.3% are male and 18.7% are female. 

 

 
Figure 5. Age distribution of entrepreneurs 
The age distribution of people in positions of authority in entrepreneurial firms is given in 
Figure 5. It is seen that the number of entrepreneurs between the ages of 24-40 constitutes 
65.1% of the total number of entrepreneurs. 
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Figure 6. Type of entrepreneurial firms 

Figure 6 shows the type of entrepreneurial firms. It is seen that 16.4% of the enterprises are 
Academic Incubation Firms. It is seen that the non-academic incubation firm rate is 83.6%. 
Clustering analysis is performed in addition to these 9 performance dimensions, by adding 
the number of R&D projects carried out by the firm, the total number of national and 
international registered patents owned by the firm and the number of grants (TÜBİTAK-The 
Scientific and Technological Research Council of Türkiye, KOSGEB-Small and Medium-
sized Enterprises Development Organization of Turkey, Angel Investor Networks, Ministry 
of Industry and Technology, Türkiye Technology Development Foundation, Development 
Agency, European Union, United Nations and OECD Supports etc.). These dimensions have 
been evaluated in the study as tools that play a strong role in the analysis. The evaluation of 
firms allows them to be divided into different clusters. 
Table 2. Dimensions and properties for clustering 

No Dimensions Variables Usage Status Score range 
1 The number of R&D Projects A1 Beneficial Single 0≤X≤5 
2 The total number of National and International patents A2 Beneficial Total 0≤X≤4 
3 The number of Grant A3 Beneficial Total 0≤X≤4 
4 Customer A4 Beneficial Average 1≤X≤5 
5 Technology A5 Beneficial Average 1≤X≤5 
6 Research & Development A6 Beneficial Average 1≤X≤5 
7 Competition A7 Beneficial Average 1≤X≤5 
8 Investment A8 Beneficial Average 1≤X≤5 
9 Marketing A9 Beneficial Average 1≤X≤5 

10 Environment & Sustainability A10 Beneficial Average 1≤X≤5 
11 Human Resources A11 Beneficial Average 1≤X≤5 
12 Commercialisation A12 Beneficial Average 1≤X≤5 

In the study, metric and non-metric questions are prepared for the structured questionnaire. 
At the same time, the number of R&D projects completed by the firms, the total number of 
national and international patents and the number of grants utilised by the firm are also 
included in the evaluation. For metric variables, the scales 1-5 and for non-metric variables, 
the scales 0-4 and 0-5 are used in the study. The maximum value for R&D projects of 5 and 
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above is transformed into 5, and the maximum value for the total number of national and 
international patents and grants of 4 and above is transformed into 4. In this way, all data are 
transformed the number. Data regarding the survey questions are explained in Table 2. 
Variables are named from A1 to A12.  

3. Mathematical Approaches 
The main purpose of this article is to cluster firms over 12 dimensions by adding the number 
of completed R&D projects, the total number of national and international patents and the 
number of grants used in addition to the nine basic dimensions. In the study, 304 data groups 
consisting of 12 dimensions are analysed using k-means clustering with PCA method in the 
Python programming language.  

3.1 Cluster Analysis with K-Means 
Cluster analysis investigates the number of clusters by examining data groups with different 
structures. In cluster analysis, the aim is for the data within the same cluster to have the same 
structure, and the data between clusters to have different structures. This distinction is made 
by taking into account the similarities and differences of the data. 
K-means is a popular and efficient clustering algorithm that divides data points into k clusters 
based on their similarity. However, it has limitations such as sensitivity to initial cluster 
centers, getting stuck in local optima, and assumptions about cluster shapes. The algorithm 
initially determines k centers and assigns data points to these centers, then calculates the 
mean of each cluster and repeats this process until convergence (Ikotun et al., 2023; Hastie et 
al., 2009).  
In the case of hierarchical clustering, a distance or similarity matrix must be created between 
all pairs of observations. In case of working with large datasets (n > 250), all possible 
distances are calculated. Instead of hierarchical clustering, the k-means technique is 
considered a more suitable method since it does not require the calculation of all distances 
(Bolukbas &  Guneri, 2018). 
The number of clusters in the K-means technique needs to be predetermined or known by the 
researcher or expert. A clustering technique called the K-means method splits data into k-
clusters and tries to minimize the sum of squares inside each group. The strategy aims to 
reduce similarities across clusters and increase similarities within clusters. Each observation 
is assigned to the closest cluster based on its distance from the cluster centers after the cluster 
centers have been identified. The following is a list of the fundamental computing steps in the 
K-means method: 
In Equation (1), the Euclidean distance formula is employed to delineate disparate clusters 
utilising disparate coordinates, which are designated as values of p and q. These values are 
represented as follows: p = (p1, p2, ..., pn) and q = (q1, q2, ..., qn). 

 
i = 1, 2, . . , n and i is the number of observations as the number of firms, k is the number 

of clusters. 
The k-means algorithm commences with k randomly generated cluster centroids. Each point 
within a cluster is assigned to the cluster with the nearest centroid. The centroid values are 
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obtained by calculating the mean values of all points. The calculations continue until the 
invariant/constant values of the cluster are obtained as a steady state. 
K number of observations are selected as object values and k is the number of clusters. The 
midpoints/centres of each cluster are calculated by Equation (2) below: 

 
The centre values of the objects M1, M2, ..., Mk are called ‘cluster centres’ (Gersho  & Gray, 
2012). 
The squared error formula is used to minimise the sum of squares within groups and is shown 
in Equation (3) (Linde, et. al., 1980). 

 
The recalculation of cluster centres occurs after the allocation of each observation to a 
cluster, with the newly determined cluster centres then informing the creation of subsequent 
assignments for the observations. This process is repeated until a lack of discernible change 
in the cluster centres is detected. The utilisation of a class of techniques known as cluster 
analysis, predicated on a predetermined set of factors, facilitates the organisation of cases into 
groups that are heterogeneous amongst and relatively homogeneous within each group. These 
groups are designated clusters. The experimental nature of this approach stems from its 
inability to differentiate between dependent and independent variables (Hagen, et. al., 2012). 

3.2 Principal Component Analysis 
Large datasets are becoming increasingly common in many disciplines. Various techniques 
have been developed to reduce the dimensions while preserving the information in such 
datasets. Among these methods, principal component analysis (PCA) is one of the oldest and 
most widely used approaches with the goal of preserving maximum 'variability' while 
reducing the data dimensionality (Jolliffe  &  Cadima, 2016). 
Principal Component Analysis (PCA) is a dimensionality reduction process. It is a frequently 
preferred method in cases where there are many variables, and the variables are related to 
each other (Heckler, 1996). 
PCA, in addition to being a widely used and flexible data analysis tool in its standard form, 
also stands out with its adaptations developed for various situations and data types in 
different disciplines. (Collins, et. al., 2001). 
The most important point in PCA analysis is to look at the data obtained from the right angle 
and to allow for better visibility of the details (Jolliffe  &  Cadima, 2016). This method 
selects a new coordinate system for the dataset and places the one with the largest variance on 
the first axis, then places the one with the second largest variance on the second axis, and so 
on (Jang, et. al., 1997). The PCA method is used to extract important information from the 
data, to compress the data set while preserving important information, and to provide easy 
explanation of the data set (Abdi  &  Williams, 2010). Basically, PCA has the following: 
Data Preparation: Non-metric data has been digitized. Data has been preprepared. 
Calculate the Covariance Matrix: The covariance matrix is calculated using the prepared 
data. The covariance matrix measures the relationship between data features. 

https://scholar.google.com.tr/citations?user=JdqoVEkAAAAJ&hl=tr&oi=sra
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Calculation of Eigenvalues: Eigenvalues are calculated from the covariance matrix. 
Eigenvalues help determine the importance of different components in the data set. 
Choosing Principal Components and Forming a Dimension Vector: The components with 
the highest eigenvalues are selected and a dimension vector is created using them. This 
provides a reduced-dimensional representation of the data.  

 

Figure 7. PCA flow 

The basic flow of the PCA method is shown in Figure 7 as four steps. Each stage in the data 
analysis process is discussed in detail. 
The performance of the K-means clustering algorithm is usually evaluated by the Silhouette 
Score and Davies-Bouldin Index. The Silhouette Score takes values between -1 and +1, 
where values close to 1 indicate good clustering, values close to 0 indicate overlapping 
clusters, and negative values indicate incorrect clustering (Shahapure  &  Nicholas, 2020). 
For the Davies-Bouldin Index, values close to 0 indicate better clustering, and values between 
0 and 1 are generally considered good clustering (Petrovic, 2006). 

4. Application and Results 
A dataset of 304 datasets consisting of 12 dimensions are analysed using PCA method in the 
Python programming language and k-means clustering. A sample part of the data set 
analyzed in this study is shown in Table 3. 
Table 3. A sample of dataset 

Firms A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 

1 2.00 0.00 1.00 4.44 3.75 4.62 4.33 3.44 4.33 5.00 3.25 3.56 

2 2.00 0.00 2.00 4.22 3.50 3.85 4.17 3.89 3.11 4.33 4.75 3.78 

3 3.00 0.00 1.00 4.00 4.50 4.31 4.67 3.78 4.00 5.00 2.75 4.22 

4 1.00 0.00 1.00 4.11 3.50 4.08 4.33 4.00 3.33 4.00 3.75 3.89 

5 1.00 2.00 2.00 3.89 3.75 3.69 3.50 3.33 3.78 4.00 4.00 3.33 

… … … … … … … … … … … … … 

304 3.00 0.00 2.00 4.89 4.25 5.00 5.00 4.44 4.56 5.00 4.50 4.44 

Eigenvalue is a vector whose direction does not change with a certain linear transformation. 
At the same time, when the linear transformation is applied, the eigenvector is scaled by a 
constant factor. Eigenvalue values above 1 are considered suitable for studies in the literature 
(Verbano, et. al., 2015). As seen in Table 4, there are three (3) components with eigenvalues 
above 1. For this study, the number of components have accepted as three (3, which provides 
approximately 71% explainability. 
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Table 4. Eigenvalue valuables 

Component Eigenvalue Variance Ratio Cumulative Variance Ratio 

1 3.085 32.189 32.189 

2 2.707 28.242 60.431 

3 1.005 10.482 70.914 

4 0.929 9.697 80.610 

5 0.630 6.576 87.187 

6 0.276 2.877 90.064 

7 0.261 2.725 92.789 

8 0.202 2.112 94.901 

9 0.165 1.722 96.623 

10 0.156 1.631 98.254 

11 0.095 0.987 99.242 

12 0.073 0.758 100.000 

Figure 8 shows how much of the total data variance is explained by the main components as a 
result of the PCA analysis. Within the scope of the analysis, three (3) components are 
selected, representing approximately 71% of the cumulative variance of all dimensions.  

 

Figure 8. Cumulative variance graph 

Although the original data set consists of 12 dimensions, reducing the data to three (3) main 
components significantly reduces the number of dimensions. This makes data processing 
more efficient and facilitates the analysis process.  
The degree to which each dimension is represented by the components identified as three (3) 
different compenents is shown in Table 5. 
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Table 5. Contributions of dimensions to principal components 

Dimension
s 

PC1 PC2 PC3 

A1 0.967 -0.232 -0.071 

A2 0.065 -0.105 0.782 

A3 -0.047 -0.072 0.343 

A4 -0.087 -0.284 -0.123 

A5 -0.069 -0.303 -0.136 

A6 -0.083 -0.296 -0.006 

A7 -0.071 -0.293 -0.088 

A8 -0.051 -0.270 -0.058 

A9 -0.070 -0.309 -0.167 

A10 -0.100 -0.485 0.372 

A11 -0.087 -0.291 -0.141 

A12 -0.091 -0.310 -0.189 

The explained variance ratios for the principal components are shown in Figure 9. 
Component 1 explains the highest variance and explains approximately 30% of the total 
variance. Component 2 explains a variance ratio close to the first component and explains 
approximately 27% of the total variance. Component 3 has the lowest variance ratio and 
explains a little more than 10% of the total variance. 

 

Figure 9. Screen plot of PCA 

Elbow method is calculated by the sum of the square of the distances of the points to the 
cluster centre for each K-value. In this process, a graph is drawn for each K-value, and the 
elbow point on the graph where the difference between the sums starts to decrease is 
determined as the most appropriate K-value (Syakur, et. al., 2018).  
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Figure 10. Determining optimal k-using elbow method 

Within the scope of the study, the number of cluster is determined as eight (8) according to 
the Elbow method and the graph used in this process is given in Figure 10. 
The positionings of the clusters in the PCA method are determined by examining the cluster 
centers for each cluster. The coordinates of cluster centers are given in Table 6. 
Table 6. The coordinates of clusters centres 

Clusters PC1 PC2 PC3 

Cluster 1 -1.236 1.125 -0.448 

Cluster 2 2.120 -0.732 0.046 

Cluster 3 -0.436 0.803 1.042 

Cluster 4 1.304 -1.894 2.688 

Cluster 5 2.519 0.767 -0.610 

Cluster 6 2.990 7.485 0.986 

Cluster 7 1.714 -2.538 -0.794 

Cluster 8 -1.543 -0.920 0.045 

For this study, the visualisations where 12 dimensions are reduced to 3 components are as 
shown in Figure 11. The figures below illustrate the relationships between the different PCA 
components. The points on the figure represent the different clusters; the X represents the 
centre of the clusters. The cluster centres are identified with the help of the mean points of the 
data. The first graph shows the relationship between PC1 and PC2 components, the second 
graph shows the distribution of PC1 and PC3 components and the third graph describes the 
comparison of PC2 and PC3 components. 
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Figure 11. Visualization of clusters according to different axes 
Such visualisations are an effective tool for analysing how well clusters are separated and 
how well each cluster centre fits the data. Together with the PCA analysis, it reveals the main 
variations in the data and allows a better understanding of the datasets. 
The 3D visualization of the cluster analysis results visualized from different axes is given in 
Figure 12. Here, it is observed that while some clusters have clear distinctions, there may also 
be cluster transitions between some cluster members. 

 

Figure 12. 3D visualisations of the clusters 

The distances between the final cluster centres are given in Table 7. While determining the 
performance ranking of the clusters, the distances between the cluster centres are taken into 
consideration. In the final cluster centre table, Clusters 2 and 5, which have the smallest value 
with 1.683 that shows similar properties, so they are located side by side. Clusters 6 and 7 
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represent samples with different properties and structures, which are the farthest from each 
other with 10.259. 

Table 7. Distances between final cluster centres 

Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 Cluster 8 

Cluster 1 0.000 3.867 1.722 5.039 3.775 7.769 4.716 2.126 

Cluster 2 3.867 0.000 3.143 2.999 1.683 8.315 2.033 3.668 

Cluster 3 1.722 3.143 0.000 3.607 3.385 7.509 4.377 2.278 

Cluster 4 5.039 2.999 3.607 0.000 4.408 9.680 3.565 4.005 

Cluster 5 3.775 1.683 3.385 4.408 0.000 6.921 3.406 4.446 

Cluster 6 7.769 8.315 7.509 9.680 6.921 0.000 10.259 9.596 

Cluster 7 4.716 2.033 4.377 3.565 3.406 10.259 0.000 3.732 

Cluster 8 2.126 3.668 2.278 4.005 4.446 9.596 3.732 0.000 

The final cluster centres for the variables and firm performance groups are given in Table 8. 
According to the evaluations in Table 7, the overall performance rankings of the clusters are 
as follows; the enterprises in Cluster 4 show the best performance. The enterprises in Cluster 
8 rank second, followed by those in Cluster 7 in third place. Enterprises in Cluster 2 are 
ranked fourth, while those in Cluster 5 are in fifth place. The enterprises in Cluster 3 rank 
sixth, followed by those in Cluster 1 in seventh place. Finally, enterprises in Cluster 6 show 
the worst performance, ranking eighth. 
Table 8. Final cluster centres for the variables 

Clusters Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 Cluster 8 

Firm 
count 81 40 34 11 35 4 21 78 

A1 1.210 4.875 1.971 4.091 4.943 3.750 4.952 1.372 

A2 0.074 0.525 1.118 3.818 0.143 0.000 0.095 0.308 

A3 0.481 0.775 1.147 1.364 0.314 0.250 0.476 0.910 

A4 4.085 4.183 3.915 4.525 3.898 1.306 4.762 4.528 

A5 3.975 4.163 3.632 4.545 3.729 1.188 4.762 4.378 

A6 3.787 3.952 3.817 4.406 3.593 1.288 4.641 4.339 

A7 3.765 3.996 3.735 4.227 3.743 1.250 4.651 4.361 

A8 3.255 3.517 3.232 3.707 3.171 1.250 4.153 3.829 

A9 3.808 4.061 3.621 4.374 3.679 1.250 4.704 4.358 

A10 2.905 4.067 3.706 4.394 2.724 1.167 4.651 4.538 

A11 4.130 4.131 3.794 4.455 3.829 1.250 4.821 4.397 

A12 3.763 3.836 3.484 4.293 3.521 1.167 4.672 4.316 

Levels Seventh Forth Sixth First Fifth Eighth Second Third 
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Cluster 4 is the best performing cluster in terms of the number of completed R&D projects, 
the total number of national and international patents and the number of grants received. 
Cluster 6 is the worst performing cluster in terms of the total number of national and 
international patents and the number of grants received. 

5. Discussion 
In the study, differences were observed between private, public and R&D-focused 
universities, as well as significant differences were found between private and state-supported 
incubation centers. It is evaluated that these differences are due to financing structures and 
management strategies. While structures with more flexible decision-making mechanisms can 
direct investments towards the entrepreneurship and innovation ecosystem more quickly, this 
process progresses more slowly in organizations subject to bureaucratic processes. In 
particular, it is observed that incubation centers that contribute more to the development of 
technology transfer and innovative initiatives grow faster. It is evaluated that these 
differences have a direct impact on the support processes of entrepreneurs and the 
effectiveness of incubation centers.  
Although there is no significant difference between the first and second ranked clusters, it is 
observed that these clusters are strong in terms of the number of R&D projects carried out. In 
addition, it is seen that these clusters attach importance to management and economic 
processes and have developed in human resources and commercialization. On the other hand, 
weak clusters consist of incubation firms that are inadequate in the areas of human resources, 
commercialization, marketing and finance. 
In our analysis, K=8 appears to be the optimal choice, as after this point, a stabilization of 
inertia values is observed and the marginal benefit of additional clusters decreases 
significantly. This observation is in line with the basic principles of the K-means algorithm 
and recent research findings. The significant inertia drop in the range from K=5 to K=8 
indicates that more detailed structural features in the dataset need to be captured, while the 
stabilization after K=8 confirms that the optimal number of clusters has been reached and 
further splitting is unnecessary. 
The Silhouette Score was calculated as approximately 0.318, which indicates that the clusters 
have a medium level of separation quality. While a higher value is expected for an ideal 
clustering, this score can be considered an acceptable result depending on the data structure. 
On the other hand, the Davies-Bouldin Index calculated as 0.998 indicates that the separation 
between clusters and the similarity within clusters are at a good level. This shows that the 
data is well separated, but there may be some complexity in their internal structure. 
Business incubators provide support capability, mentorship and financial assistance to 
mitigate market risks and optimize start-up sustainability and performance in the market. 
Incubators offer a unique platform for sustainable development by creating an environment 
where universities, corporate sponsors, governments, and society intersect. Governments can 
benefit from the economic growth, job creation, and entrepreneurial ecosystems fostered by 
these incubators. Lastly, society as a whole experiences the broader impacts of these 
innovations, such as technological advancements, social solutions, and a more robust 
economy. This collaborative model emphasizes the importance of synergy between the public 
and private sectors, reinforcing how educational institutions can serve as catalysts for broader 
societal change. Universities, technoparks, policymakers and other related learning 
institutions should design their entrepreneurship, mentoring and acceleration programs to 
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inform researchers and students to picking up entrepreneurial cues from their environment in 
the ecosystem. 

6. Conclusion 
In this study, it is aimed to evaluate the clusters obtained as a result of k-means cluster 
analysis performed with PCA and analyse their performance. Within the scope of the 
analysis, distances between clusters and various performance indicators of each cluster have 
taken into consideration, and the cluster analysis results of incubation firms in certain 
dimensions are evaluated. The analysis are carried out on various metrics such as the number 
of R&D projects of the firms, patents, grants, customer satisfaction, technology, R&D, 
competition, investment, marketing, environment and sustainability, human resources and 
commercialisation. In the study, the similarities and differences of the clusters are evaluated 
by taking into account the proximity or distance of the clusters to each other. As a result of 
the study; 
Cluster 4; is especially strong in patent and grant areas and shows the best performance in 
general. This cluster is a very strong cluster with its high number of R&D projects and 
patents. 
Cluster 7; is in a leading position in various performance indicators and exhibits good 
performance. With high R&D project numbers and generally high averages, this cluster 
shows a strong performance. When the cluster average values of the last 9 dimensions (A4-
A12) are investigated, which are metric variables, the highest performance is presented in 
cluster 7. 
Cluster 8; shows good performance in various areas. Despite the low number of R&D 
projects, this cluster is observed to exhibit good performance with high other metrics. 
Cluster 2; has high values in general performance indicators. With high R&D project 
numbers and generally high averages, this cluster shows a good performance. 
Cluster 5; shows average performance in various indicators. Despite the high number of 
R&D projects, this cluster cannot sufficiently evaluate its potential with low patent and grant 
numbers. 
Cluster 3; shows medium performance. With low R&D project numbers, this cluster is weak 
in terms of innovation potential but medium in terms of patent numbers. 
Cluster 1; shows good performance in some areas despite the low number of R&D projects. 
With low R&D project numbers and patent numbers, this cluster is weak in terms of 
innovation and growth potential. 
Cluster 6; It generally exhibits the lowest performance and has a structure that is quite 
different from the other clusters. With very low values in all metrics, this cluster has the 
weakest performance. Based on the cluster average values of the last 9 dimensions (A4-A12), 
the lowest performance is seen in this cluster . 
The expert evaluation is very important to analyse the Table 7. It is also of critical importance 
for incubation firms to have high scores based on the number of R&D projects, grants and 
patents dimensions. Therefore, Cluster 4 ranks first in the general ranking with its superior 
performance and total score in these metrics. Cluster 6, on the other hand, has a structure that 
is quite different from the other clusters and shows the lowest performance. This analysis 
provides an important basis for evaluating the performance and potential of incubation firms. 
In terms of the number of R&D projects, Cluster 7 (4.952) and Cluster 5 (4.943) have the 
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highest values. In terms of patents, Cluster 4 (3.818) is clearly ahead. In terms of grants, 
Cluster 4 (1.364) has the highest grant value. These three metrics are critical in determining 
the innovation and financial support capacity of clusters. 
The study provides field research and evaluation of important parameters of entrepreneurial 
firms. Original, technical, objective and subjective analyses were conducted thanks to the 
perspectives of incubators and entrepreneurs. The view that entrepreneurs with good and bad 
performance have similar characteristics was supported. 
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